How is AI affecting post-colonial contexts?
AI can be a powerful tool to implement human rights, particularly in health and education. However, it can also amplify bias and discrimination. One of the research’s fields of professor Gherlone is Decoloniality. How is AI affecting post-colonial contexts?  Is it having an impact on Integral Human Development?  
Thank you, Maddalena, for the question, and thank you to the organizingAuthorities for inviting me and giving me the opportunity to offer a decolonial reading on AI. 

Before answering, I make a preamble. 
One of the key points of the Global Digital Compact promoted by António Guterres, United Nations Secretary General, is the inclusion and protection of those in the most vulnerable situations. Likewise, Pope Francis’s message for the 57th World Day of Peace highlights the need to reflect on Artificial Intelligence, with its potential but also its limitations, in the context of the social inequalities that mark our time. These instances have stimulated me to consider the debate on Artificial Intelligence and, more generally, on digital technologies in the light of decolonial thought. This, then, will be the perspective I will adopt to talk about AI as a path to global peace and integral human development. 

*

To return to the question of Maddalena Maltese, we can say that, today, post-colonial contexts are at a crossroads: either falling behind or catching up. They are obliged, in other words, to dramatically accelerate certain processes that today embody a techno-centric, supposedly universal, model of knowledge: digitization and the implementation of AI systems are among these processes. This almost always comes at a very high cost, on at least three levels: (1) at the economic and technical-structural level, since new foreign dependencies are produced to meet IT needs, such as those related to cybersecurity; (2) at the social level, since new forms of social exclusion are produced linked to the internal digital divide that is being generated; (3) lastly, the accelerated and forced adoption of technological progress as a path towards a universal model of knowledge has consequences at the symbolic level, since through the digital sphere flow universes of values and representation that often clash with the cultural reality of post-colonial contexts, continuing to reproduce preconceptions and stereotypes, such as racial ones.

For example, as various studies related to that strand of research known as algorithmic racism have pointed out, often the labeling systems of large digital platforms are crossed by discriminatory biases, as the result of computer experimentation and design work as well as cost-benefit decision-making processes that always have a thinking, culturally situated human mind behind them. This explains why, even when we connect from white-minority geographies – as in most postcolonial contexts – search engines return a white-centric visual universe, proposing images of white people in the face of content that should be universal.
This example, but we could give others, disproves the idea that the collection of large amounts of data (which is one of the conditions of the current AI’s existence) spontaneously results in equitable access to reliable, consistent, and meaningful information for all. But it also belies the idea that technology, and particularly AI, is neutral and objective, and that, in some ways, it could save us from human inconsistencies and cognitive limitations. As the Holy Father pointed out in his recent World Day of Peace message, “As fully human activities, the directions (taken byscientific research and technological innovations( reflect choices conditioned by personal, social, and cultural values in any given age. The same must be said of the results they produce: precisely as the fruit of specifically human ways of approaching the world around us, the latter always have an ethical dimension, closely linked to decisions made by those who design their experimentation and direct their production towards particular objectives”.
The global system revolving around AI could (and already does) enhance new forms of large-scale exploitation. Again, related to the previous example, it was noted that low-value-added activities for implementing digital platforms, such as the mechanical and repetitive action of labeling, are concentrated in the Global South, while high-value-added activities, such as algorithm training, calibration, and application, are clustered in the Global North. In other words, in a world that believes it can self-regulate, the leading countries in AI research and technology will actually be more and more advanced, while those serving as “tail-ends” are unlikely to catch up technologically.
You mention in your previous answer algorithmic racism. Are we risking a new phase of colonialism under the AI innovative label?
Well, in academic and non-academic spheres, many questions are emerging in this regard.
Can we speak of a new phase of colonialism? What would be the characteristics of this new phase? On what worldview does it rest? What new forms of digital oppression will be enacted? By whom? By what means? In view of what goal? At whose (whether human or environmental) expense?
In recent years, various horizons of thought have developed (such as data colonialism, technocolonialism, digital colonialism, post- and decolonial informatics) united by the intention to reflect on the impact of AI and the datification of the lifeworld in relation to those contexts that, by virtue of the colonial past, struggle daily to regain their collective identity, to preserve their cultural memory, and to regenerate and promote their cosmovision in the various spheres of social life, such as public policy and democratic participation, economy and production logic, science, education and the academic system, etc.
These approaches, fostering critical thinking, deal with the re-signification of digital technologies and data’ role in Global North-South dynamics and the search for alternativelanguages, knowledge(s) and material solutions in the technological field. In fact, it is precisely postcolonial contexts that can suggest original, unconventional, and seemingly peripheral ways of adopting digital technology and AI, as many emerging good practices in highly vulnerable postcolonial contexts (such as indigenous communities) already demonstrate: good practices that speak of a desire already underway to rediscover values, ways of thinking, and visions of the future aimed at integral human development and capable of complementing the myth of rationality – a myth that, as decolonial thinker Sabelo Mhlambi has pointed out, leads us to “yield an awful lot of power to AI” under the illusion that its specific attributes (the large scale, automation, and the belief system on which it rests) will lead us to a world without error.

Today, we are already witnessing that, although digital and AI progresses are intended to bring order, transparency, rationality, and predictability to the world of life, along with greater distribution and democratization of information, they are actually giving impetus to new conflicts, new claims, and new polarizations.

The ethical debate on AI could be greatly enriched through decolonial reflection, integrating, for example, the work of those collective movements committed to rethinking and redesigning technical architectures “from the South”, that is, theoretical-methodological and practical solutions that are often sidelined because they are far from profit logics.
I conclude with the words of the Holy Father, who reminds us in his message for the World Day of Peace that “Technological developments that do not lead to an improvement in the quality of life of all humanity, but on the contrary aggravate inequalities and conflicts, can never count as true progress”. As civil society organizations, we want to accompany the efforts of the United Nations and all those institutions that are working for an ethical engagement in the field of technology: an ethical engagement that supports digital developments in their being a real contribution to the promotion of human principles of peace and fraternity.
