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Side Event

AI: A Pathway to Global Peace 
and Integral Human Development

21 February 2024

New York, UNHQ, Conference Room 6, 1.15-2.45pm

Excellencies, Ambassadors, Distinguished Delegates, Ladies and Gentlemen,

The Holy See is pleased to host this event with Net One & New Humanity on Artificial Intelligence.
We stand at the precipice of a technological revolution unlike any other in human history. The emergence of AI is reshaping our world in profound and unprecedented ways. From revolutionizing industries to transforming the way we live, work, and interact, AI has become a driving force of change in the 21st century.
It has been 15 months since the launch of Chat GPT. In this span of time, progress has continuedapace and the upwards curve shows no sign of flattening. Rather, the advancement of AI technology is accelerating at an unprecedented rate.This trend obliges us to engage inserious and inclusive discussions on the responsible use of these technologies, which bring both great opportunities and exceptional risks.
Pope Francis has repeatedly emphasized the need for technology to serve humanity rather than to dominate or exploit it. In his Encyclical LetterLaudato Si’, he called for an integral ecology that respects both the environment and human life. This includes a cautious approach to technological advancement, ensuring that innovation is guided by moral principles and promotes the well-being of all people.

In his message on the 52nd World Day of Communications in 2018, Pope Francis highlighted the potential benefits of digital technology for building a more inclusive and interconnected global community. However, he also cautioned against the dangers of technological determinism, warning that uncritical acceptance of technological solutions can lead to dehumanization and social fragmentation.

Pope Francis has also spoken out against the dangers of technological idolatry, cautioning that the pursuit of technological progress should not come at the expense of human values or to the detriment of the inherent dignity of each and every individual. He reminds us that true progress is measured not only by technological advancements, but also by our capacity to foster solidarity, compassion, and care for one another.

In the past few years, we have witnessed many initiatives aimed at promoting understanding and regulating such developments, in particular in the field of AI.
Indeed, governments and policymakers around the world have recognized the importance of addressing challenges and harnessing the potential of AI. I think for example of UNESCO’s Recommendation on the Ethics of Artificial Intelligence, the AI Principles of the Organization for Economic Cooperation and Development, the G20 Principles for responsible stewardship of Trustworthy AI, the G7 Leaders’ Statement on the Hiroshima AI Process, the Bletchley Declaration, as well as the European Union AI Act.

Last summer, President Biden brought together the CEOs of the major AI tech companies to underscore the importance of responsible, trustworthy, and ethical innovation.Here at the UN, the United States followed up with the introduction of the first ever GA resolution on safe, secure and trustworthy AI systems. In parallel, the High-Level Advisory Body on Artificial Intelligence issued a first interim report just a few months ago. Andin these very days we are working on a Global Digital Compact, to be adopted at the Summit of the Future in September.
Specifically addressing Artificial Intelligence, Pope Francis has stressed the importance of ensuring that AI is used responsibly and ethically. In his address to participants in the conference on“Artificial Intelligence: Ethics, Law, Health,” he called for a dialogue between scientists, ethicists, and policymakers to ensure that AI serves the common good and respects human dignity. He emphasized the need for AI to be developed and used in ways that promote justice, solidarity, and the integral development of individuals and communities.

In addition, in February 2020, the Pontifical Academy for Life, Microsoft, IBM, FAO and the Ministry of Innovation, a part of the Italian Government, co-signed a document entitled “The Call for AI Ethics”, a call to promote an ethical approach to artificial intelligence.
On 1 January 2024, in his message for the 57th World Day of Peace, Pope Francis emphasized that AI should be conceived, designed, developed, deployed, and used ethically and responsibly. On the one hand, he underscored the potential of AI to contribute positively to the future of humanity by addressing pressing social and environmental challenges, such as poverty, diseases, and climate change. On the other hand, Pope Francis cautioned against the challenges and risks it poses to humanity, in particular in the social sphere. He called for there to be vigilance regarding its misuse for harmful purposes, such as surveillance, discrimination, or warfare.
Thus, he emphasized the moral responsibility of individuals, organizations, and governments to ensure that AI serves humanity and contributes to a more just and sustainable world. There is an urgent need to orient the conception, design, and use of artificial intelligence in a responsible way, including by putting into place effective regulations.
A number of urgent questions—at the intersection of technical, ethical, philosophical, political, legal, and economic considerations—need to be asked. What will be the consequences, in the medium and longer term, of these new digital technologies? What impact will they have on individual lives and on societies and on integral human development? What are the ethical and philosophical implications of AI and its potential impact on human society? Can AI truly exhibit qualities that are uniquely human and what this means for our understanding of humanity?
The emergence of AI represents a transformative moment in human history, with far-reaching implications in all areas, from the understanding of a “new” anthropology tothe socioeconomic landscape up until a new idea of peace. While AI holds immense promise for driving progress and prosperity, it also presents complex challenges that must be addressed through collaboration, innovation, and responsible governance. By embracing the potential of AI while safeguarding against its risks, we can shape a future where technology serves as a force for good.

This endeavor can only be the result of a constructive and participatory dialogue, in which we seek the truth together. This is possible if there is a shared conviction that, to use the words of Pope Francis in his encyclical letter on human fraternity, “inherent in the nature of human beings and society there exist certain basic structures to support our development and survival.”
 The fundamental value that we must recognize and promote is that of the dignity of the human person. And we should make the intrinsic dignity of every man and every woman the key criterion in evaluating emerging technologies; these will prove ethically sound to the extent that they help respect that dignity and increase its expression at every level of human life.

I hope that this event will provide a fruitful opportunity to start such a dialogue. I would thus like to thank all the briefers intervening today, as well as all the participants for joining us here.
Thank you.
�Pope Francis, Encyclical Letter Fratelli Tutti, 212.





